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• LENA is a simulation platform for LTE/EPC
• Initial development started in 2010 by Giuseppe Piro in the 

framework of Google Summer of Code
• Developed by the Mobile Network department of CTTC
• Main objective: 

to allow to design and test Self Organized Network (SON) 
algorithms and solutions for LTE vendors

The LENA project
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Notas de la presentación
Intial version of LTE module was developed in the context of a GSOC. Thanks to the fact that we had this initial seed, and it was included in ns-3 and we attracted initial interest from Ubiquisys, now this Company has become par of cisco.Ubiquisys got interested in this ns3 Project. At that time, Ubiquisys they had a first line of 3G femtos, and they used a lot of simulations to test intelligent algorithms. They were looking for similar simulators, and so they got in touch with us, they liked a lot ns3, and they liked the fact that it was an open source simulator, and it could reach a point where it could be used as a standard platform.The main models in LTE then comes from this Project, which was named LENA.Then we also had other projects, some public, some confidentials, and different other GSoC editions.And also many contributions from the community



• A Product-oriented simulator:
– designed around an industrial API: 

the Small Cell Forum MAC Scheduler Interface Specification
– Allows testing of real code in the simulation
– Accurate model of the LTE/EPC protocol stack
– Specific Channel and PHY layer models for LTE macro and 

small cells
• An Open source simulator:

– Development open to the community
– Fosters early adoption and contributions
– Helps building confidence and trust on simulation model
– Candidate reference evaluation platform
– Based on ns-3
– Free and open source licensing (GPLv2)

LENA: an open source product-oriented
LTE/EPC Network Simulator
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Notas de la presentación
The vision is the original of Ubiquisys: product oriented that could be used for testing in simulation environment the same algorithms to be tested in products.They wanted to build the simulator around industrial APIs, they are likely to be used by all small cell vendors and they are logical specs. It allows with easy translations to port the code.They rest of protocol stack follows ns-3 methodology, which makes a quite realistic model.They wanted that the simulator could be adopted by many other partners, to build confidence.



Target applications for LENA include
the design and performance evaluation of:

• DL & UL LTE MAC Schedulers
• Radio Resource Management Algorithms
• Inter-cell interference coordination solutions
• Load Balancing and Mobility Management
• Heterogeneous Network (HetNets) solutions
• End-to-end QoE provisioning
• Multi-RAT network solutions
• Cognitive LTE systems

LENA: an open source product-oriented
LTE/EPC Network Simulator
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Notas de la presentación
Algorithms for RRM, SON in general



• Support the evaluation of:
– Radio-level performance
– End-to-end QoE

• Allow the prototyping of algorithms for:
– QoS-aware Packet Scheduling 
– Radio Resource Management
– Inter-cell Interference Coordination
– Self Organized Networks
– Cognitive / Dynamic Spectrum Access

• Scalability requirements:
– Several 10s to a few 100s of eNBs
– Several 100s to a few 1000s of UEs

LENA High level requirements

5

Moderador
Notas de la presentación
At the beginning we had some high level requirements, that were agreed with the client. The required scalability rules out link level simulators, i.e. granularity up to symbol level.Besides radio-level performance, also e2E QoE. Hard scalability requirements. In the order of 10s of Ues for each BS



• Simulation is a tradeoff between:
– Detail of the model
– Implementation complexity and run-time scalability

• Choose min detail that satisfies requirements
– Minimize implementation complexity
– Minimize difficulty in using the simulator

Design approach
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Notas de la presentación
Simulation is a tradeoff of the amount of detail you put in the model., and the time of the developer, and time to run a simulation.Putting more detail, it is then difficult to use the simulator, to adopt it, minimize implementation complexityThere is a need for a tradeoff min detail to fulfill the requirement.



• FemtoForum LTE MAC Scheduler API
• Radio signal model granularity: Resource Block

– Symbol-level model not affordable
– Simplified Channel & PHY model

• Realistic RLC to use IP from upper layers.
• Realistic Data Plane Protocol stack model

– Realistic RLC, PDCP, S1-U, X2-U
– Allows for proper interaction with IP networking
– Allows for end-to-end QoE evaluations

• Hybrid Control Plane model:
– Realistic RRC model
– Simplified S1-C, X2-C and S11 models

• Simplified EPC
– One MME and one SGW
– SGW and PGW in the same node (no S5/S8 interface)

• Focus on connected mode
– RRC connected, EMM Registered, ECM connected

(Some) Important Design Choices
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Notas de la presentación
Here it is an example of what we intended as mínimum amount of detail to meet our requirements.RB granularity: without this granularity it is not possible to accurately model packet scheduling and inter-cell interference. This rules out the adoption of system simulators which work at granulairty of call/bearer establishment.FAPI: the simulator supports MAC scheduler API published by small cell forum. Those are logic specificifications expected to be used by small cell manufacturers and so the support of it makes it possible for LTE equipment vendors to test in simulations exactly the same algorithm that would be deployed in a real system.We wanted a complete model of the data plane to correctly assess how the data plane is affected over all the protocol stack, not only at the radio level. All protocols, header, overhead, handshaking.The model uses IP packets from upper layers. However, LTE MAC, scheduler and RRM do not work with IP packets, but with RLC PDUs, which are obtained by concatatation and segmentation of IP packets done by RLC entities. So RLC should be modeled accurately to properly model end to end performance. RLC takes IPO packets with a given size given by the APP and concatenate, segment them. If you do not model it, we may fail to model end to end performance.Control plane is hybrid: the model of the radio part is accurate, because they occupy radio resources, we wanted to model this consumption accurately. While on the other part of the network, the transmission on control packets is simplified.Only support of IPv4. IPv6 recently addedSimplified EPC -  due to size of regions we wanted to modelSGW and PGW are implemented in a single node. Scenarios inter-SGW are not of interest. The SGW routes and forwards data packets, and it also acts as anchor for inter-eNB HO or HO between different technologies. PGW provides connectivity to the UE to the external packet data network. MME is the main control node for the LTE Access. It is responsable for authentication, bearer activation and deactivation. The NAS terminated at the MME. We are not interested in such big and large áreas, that we need to model more MME and SGWWith EPC model we can use any regular ns-3 application working on TCP or UDP.Another requirement is to simulate multiple eNB network topologies, so user data plane protocols between eNBs and SGW/PGW should be modeled accurately.Focus on EPC is only on the data plane.For a single UE we support different apps with different QoS profiles, hence multiple EPS bearers should be supported for each UE. This includes the necessary classification of TCP/UDP done at the UE in UL and at the PGW on DL.Resource allocation is done mainly in connected mode, because main resource consuming apps happen here. No plans for now for IDLE mode. To focus on resource allocation, we focused on connected mode. In LTE perminology, we focus on those states for RRC, EMM and ECM.



LENA model overview
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Notas de la presentación
This is a simple network setup with 2 BSs and Ues, but you could have more.LTE model is in red, EPC is in blu. Different links models over cable transmissions. Data plane, more accurate models. Dotted dashed intefaces are modeled by simplified logical interactions.The LTE model includes the LTE radio protocol stack (RRC, PDCP, RLC, MAC PHY), which resides entirely within the UE and eNBs. The EpC model includes core network interfaces, protocols and entitities. These protocols and entities reside within the SGW, PGW and MME nodes, and partially within eNBs.To SGW/PGW you can attach an arbitrary modelof Internet. In this case we show 2 BSs. LTE model is in red, and EPC model is in blu. Then we have different links for different interfaces. Solid are data plane interfaces for which we have realistic models. Dashed lines is simplified model. 



End-to-end Data Plane protocol stack
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Notas de la presentación
On the top you have typical TCP/IP setup. This provides the end to end connection.S1 has a different stack, whcih comprises GTP protocol tunneled over UDP, over IP.S1-U protocol stack and LTE radio protocol stack includes all the layers specified by 3GPP. The biggest simplification is the lack of S5 and S8 interfaces due to modellin SGW and PGW into only one node.End to end traffic in app. One end point is UE and the other is remote host in Internet. Ns-3 allows you to have many different topologies to model the remote host. Any app in ns-3 you can run it. You can have comms between lte ues, which will pass through SGW/PGWTypical TCP/IP setup at UE and remote host. 



End-to-end Data Plane architecture:
data flow in downlink

10

Moderador
Notas de la presentación
Example of how data packets flows in the DL from PGW to the UE node. The figure is also highlighting how the protocol stack is implemented.We have 3 nodes, with protocol stack. The nodes have IP protocol stack installed.Lteenb Net device includes the protocol stackUE node: LteUeNetDevice gives the functionality of LTE. These netdevices are containers.LteeNbnet device includes LTE functionality. Then it has a particular app, which takes care of the forwarding data from UE to core and viceversa.Then there is a S1-U net P2P device which implements the S1. The EpcEnb app also takes care if the tunnelingSGW/PGW forwards packets from the internet to the BS and viceversa. In SGW/PGW: we have again the IP stack, a special application EpcSgwPgw app which forwards the packets, in this case from the Internet to the eNB and viceversa. Net device is the device that connects to Internet, it could be whatever you prefer, P2P, wifi…but then there is always the TUN virtual netdevice, which takes care of tunneling the packets and forwarding then with the header. So that patch, performs the tunneling



End-to-end Data Plane architecture:
data flow in uplink
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Notas de la presentación
LTE EPC provide means for classification of traffic. Packets are classified trhough traffic flow templates, defined by LTE and then packets then are mapped through eps bearers which are logic entities to enforce qos on specific data flows.For UL traffic it is done by a function in the LteUenet device.For DL EpcSgwPgwapplication



LTE Data Plane protocol stack: UE
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Notas de la presentación
LteUeNetDevice is a container, is the entry point, and inside you find many protocols.NAS, RRC (RRM, connection control), we have instances of PDCP+RLC for every logic channel, radio bearers (logical entitity for guaranteeing qos). Then we have single MAC entity and a single PHY entity



LTE Data Plane protocol stack: eNB 
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Notas de la presentación
NAS is only running from the UE to the MME. Above we have the entry point, and the application responsible for forwarding to and from the core network. MAC scheduler is only present in eNB, is an entity where decisions are taken by eNB



PHY and Channel architecture: UE
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Notas de la presentación
LteUePhy is the container, entry point. It uses the spectrum framework, which allows to model Wireless technologies in general, and coexistence in particular, to model interference.We decided to have LTE developed in the spectrum framework. We had cognitive lte systems in mind. We decided to base the LTE model on the spectrum framework.Ltespectrumphy which takes care of phy aspects.We have 2 channel instances here, because we are on FDD



PHY and Channel architecture: eNB
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Notas de la presentación
LteEnBPhy is the entry point LTE is transmiting to multiple Ues and in UL is receiving from multiple Ues.



LTE Ctrl Plane protocol stack: UE 
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Notas de la presentación
Nas and RRC have some control functionalities. RRC configures PHY and MAC and this is why we have some interfaces (APIs) which connect them. RRC protocol specifies some form of control signalling, transmitted over the air. We follow quite closely what is specified by the LTE standard.  There are SRB specific for signalling.We follow the the standard, who says there are some radio bearers, dedicated to control. We model 2 out of 3, SRB0 is for connection request, it is transmitted through RLC TM, when the mobile is not connected. SRB1 goes over PDCP / RLC AM, because it needs reliable protocol, the other one is needed for finalizing the connection. 



LTE Ctrl Plane protocol stack: eNB 
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Notas de la presentación
Similar setup here. There are additional interfaces between MAC and scheduler.SAP objects are service Access points, are interfaces between two entities. For each SAP we have 2 instances. 



EPC Control Plane Architecture
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Notas de la presentación
Here we are looking into the core networkSGW/PGW node, it talks through S11 interface with MMEBlocks here correspond to different entities



EPC Control Plane Architecture
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EPC Control Plane Architecture
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Notas de la presentación
EpcX2application: there is a connection between pairs of BSs, which is used for control purposes. E,g during HO, but also can happen for data plane, there may be packets frowarded to the new BS during HO,



EPC Control Plane Architecture
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Notas de la presentación
S1-AP and X2-AP and S11 are explicitely modeled. S1-AP and s11 are simplified, direct function calls between the two objects, we do not send messages. X2 is modeled more realistically, the X2 link is a point to point link.There can be a connection between pairs of BS, used for control Exchange, e.g handover



• Included new models for enabling 3GPP-like 
scenarios
– New path loss models (indoor and outdoor)

• External & internal wall losses
• Shadowing
• Pathloss logic

– Buildings model
• Add buildings to network topology

– Antenna models
• Isotropic, sectorial (cosine & parabolic shape)

– Fast fading model
• Pedestrian, vehicular, etc.

Radio Propagation Models
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Notas de la presentación
Contributed to ns-3, can be used wih any modelLTE model uses the SpectrumChannel interface provided by the spectrum module. There are two implementations of such interface, the singlemodelspectrumchannel and the multimodelspectrumchannel. LTE needs the multimodelspectrumchannel to work properly, for the need to support different frequency and bandwidth configurations.LTE considers FDD only and we model eNB <->UE, HeNB <->UE. The LTE module does not provide support fot pathloss computations of UE <->UE, eNB <->eNB, HeNB <-> HeNB



• Okumura Hata: open area pathloss for distances > 1 Km 
and frequencies ranging from 150 MHz to 2.0 GHz

• Kun empirical model for 2.6 GHz
– Sun Kun, Wang Ping, Li Yingze "Path Loss Models for Suburban Scenario at 2.3GHz, 2.6GHz 

and 3.5GHz”, 8th International Symposium on Antennas, Propagation and EM Theory 
(ISAPE), 2008.

• ITU-R P1411 Line-of-Sight (LoS) short range outdoor 
communication in the frequency range 300 MHz to 100 GHz

– Used for short communication link (< 200 m.)

• ITU-R P1411 Non-Line-of-Sight (NLoS) short range outdoor 
communication over rooftops in the frequency range 300 
MHz to 100 GHz.

– Used for communication link < 1 km

Outdoor Radio Propagation models
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Notas de la presentación
A set of propagation models added to ns3 propagation module.They are independent of LTE, you can use them wherever



• Buildings defined as ns3 Box classes with
– xMin, xMax, yMin, yMax, zMin, zMax (inherithed by Box)
– Number of floors 
– Number of room in x-axis and y -axis (grid topology)

• Buildings model that allows to “install” building information to 
mobility model of a node:

– the ns3 Box class containing the building
– Position in terms of floors
– Position in the grid of rooms
– Node condition: indoor vs. outdoor

• ITU-R P1238 implements building-dependent indoor propagation 
loss model as function of the type of building (i.e., residential, 
office and commercial)

Buildings model &
Indoor Radio Propagation model

x

z
y
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Notas de la presentación
This introduces buildings in the scenario. They can have multiple floors and rooos, but they have to be uniform.



• External wall losses for penetration loss through walls for indoor to outdoor 
communications and vice-versa (from COST231)

– Wood ~ 4 dB
– Concrete with windows (not metallized) ~ 7 dB
– Concrete without windows ~ 15 dB (spans between 10 and 20)
– Stone blocks ~ 12 dB

• Internal wall losses evaluated assuming that each single internal wall has a 
constant penetration (5 dB) and evaluating the number of walls

• Log-normal shadowing standard deviation as function of the connection 
characteristics

– Outdoor σO = 7 
– Indoor σI = 10 
– External walls penetration  σE = 5 

• Height gain model when transmitting device is on a floor above the ground 
(2 dB)

• Pathloss logic chooses correct model depending on nodes positions

Hybrid Propagation Loss Model
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Notas de la presentación
The building model does not know the actual kind of node, it is not aware whether the transmitter is a UE, eNB or HeNB. It considers only its position: what is the x-axis wrt the rooftop level, and whether it is indoor or outdoor.There is a shadowing model that allows to specify different values for indoor and outdoor



• LTE supports antenna modeling via ns-3 AntennaModel 
class.

• Isotropic [default one, for both eNB and UE]
• Sectorial (cosine & parabolic shape)

Antenna models
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Notas de la presentación
We only modeled on top of antennamodel the isotropoc and sectorial, for sectors of macrocells.Antenna models serve ti specify arbitrary antenna patterns.We use this model to implement sectorial macros



• Fast fading model based on pre calculated traces for maintaining 
a low computational complexity

– Matlab script provided in the code using rayleighchan function
– 1 fading value per RB and TTI

• Main parameters:
– users’ speed: relative speed between users (affects the Doppler 

frequency)
– number of taps (and relative power): number of multiple paths 

considered
– time granularity of the trace: sampling time of the trace.
– frequency granularity of the trace: number of RB.
– length of trace: ideally large as the simulation time, might be reduced 

by windowing mechanism.

Fading model

Urban scenario 3 kmph Pedestrian scenario 3 kmph
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Notas de la presentación
Trace based fading model. 1 fading value per RB and per TTI. We offer different examples.It though needs big structures to store the traces, so there is need for tradeoff between number of possible parameters and memory occupancy.Model both in time domain and frequency selective domain.We provide 3 traces, deoending on speed.



• Only FDD is modeled
• Freq domain granularity: RB 
• Time domain granularity: 1 TTI (1 ms)
• The subframe is divided in frequency into DL & UL

• DL part is made of
– control(RS, PCFICH, PDCCH)

– RS is part of the control 
– data (PDSCH)

• UL part is made of
– control and data (PUSCH)
– SRS (only wideband periodic)

PHY model

RB 1
RB 2

RB N

RB 1
RB 2

RB N
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TTI is divided in different parts, and the partition differe in UL and DL.- RS in real system are spread over the whole TTI, but we use different spectrum values for control and data, we use the same for RS and control. We did not want to add a new one for RSDL control frame lasts up to 3 symbols across the whole system bandwidth, which is configurable. The actual duration is provided by the PCFIcH. The information on the allocation is mapped in the remaining resource up to the duration defined in the PCFICH, in the PDCCH. PDCCH carries the DCI coming from the MAC with information on allocation for a specific user. The transmission power of the control frame is the same as the one of the data frame PDSCH, because the scheduler does not differentiate in symbols. This model is a valuable support for RS. All eNB transmit synchrnously during the first 3 symbols and this allows to estimate the interference .SRS is modeled similarly. It is periodically placed in the last symbol of the subframe in the whole system bandwidth. The RRC module dynamically assigns the periodicity as a function of the actual number of Ues attached to eNB.Is transmitted not always, at certain intervals, PHY is based on SISO and MIMO is based on SISO. More detail is much more complexity.



• LTE Spectrum model: (fc, B) identifies the radio spectrum usage
– fc: LTE Absolute Radio Frequency Channel Number
– B: Transmission Bandwidth Configuration in number of RB
– Supports different frequencies and bandwidths per eNB
– UE will automatically use the spectrum model of the eNB it is attached to

• Gaussian Interference model
– powers of interfering signals (in linear units) are summed up together to determine the overall 

interference power per RB basis

• CQI feedback
– periodic wideband CQIs: single value representative for the whole B.
– inband CQIs: a set of value representing the channel state for each RB

• In DL evaluated according to the SINR of:
– control channel  (RS, PDCCH)
– data channel when available (PDSCH)

• In UL evaluated according to the SINR of
– SRS signal periodically sent by the UEs.
– PUSCH with the actual transmitted data.

• Scheduler can filter the CQI according to their nature:
– SRS_UL_CQI for storing only SRS based CQIs.
– PUSCH_UL_CQI for storing only PUSCH based CQIs.
– ALL_UL_CQI for storing all the CQIs received.

Interference and Channel Feedback

fc,2

1 2 3 B2

fc,1

1 2 3 B1
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Notas de la presentación
Configuration when using spectrum framework. Spectrum provides options to know for every signal the power spectral density. According to gaussian interference model the power spectral densities are summed up.Fc: identifies the carrier frequency on a 100 kHz. B is the channel bandwidth in number of RBs. Fc and B can be configured separetely for every eNB. Every UE will automatically use the spectrum model of the eNB it is attached to.CQI is used for MCS purposes.Generation of CQI is defined by FFAPI. There are: - wideband CQI, i.e. single value of channel state that is representative for all RBs in use. – inband CQI, i.e. representing the channel state for each RB.CQI index is computed based on the SINR measurement. AMC maps it to the CQI index.SINR is computed in two ways: 1) control method: is computed based on the signal power from reference signals (PDCCH) and interference power from PDCCH. This results in cosidering any eNB as interferer, regardless whether the eNB is performing any PDSCH transmission. 2) mixed: the signal comes from the PDCCH, while the interference from the PDSCH. This may capture different levels of interference from different RBCQI in UL are implemented based on 1) SRS peridicaly sent by the Ues. 2) PUSCH calculated from actual transmitted data.



PHY Data error model

• Signal processing not modeled accurately ⇒ use error model
• Transport Block error model
• Used for PDSCH and PUSCH
• Based on Link-to-System Mapping

– SINR measured per Resource Block
– Mutual Information Effective SINR Mapping (MIESM)
– BLER curves from dedicated link-level LTE simulations
– Error probabilty per codeblock
– Multiple codeblocks per Transport Block

30

Moderador
Notas de la presentación
Interference model is used for the error model. A real system would have a receiver chain, but in the simulator we do not have the signal processing chain. We chose to have a model at TB level. TB can span several RBs. It is the entity that is either received or not. The model that we use is a well known L2S mapping. Some RBs can interfere or not, there is freq selective fading, because of this we could have different SINR on different RBs. We need to know the error probability of the TB for which we have different SINR for different RB. We need to translate the multidimensional SINR into one error probability.We use the MIESMWe translate a lot of SINR into a lot of MI values. takes a lot of MI and transforms them into an error probability.The BLER curves are obtained for each MCS, and the performance also depends on TB length. The most important error model in LENA is the one for data plane PDSCH and PUSCH.Is a TB error model (for every TB we evaluate if it is erroneous or not). However, Each RB has a SINR, so we need to map this into an error probability for the whole TB. We use standard L2SM techniques, typical of system simulators with OFDMA radio transmission technologies. We chose MIESM. MI allows to translate the vectorial SINR (x RB) into an error probability of the TB taking into account the MCS and the TB size. We took an existing open source link layer simulator and we got some BLER curves then implemented in our simulator. There is one set of curves for each MCS. For each MCS we have different curves for different TB size.MI is dependent on the constellation mapping  and can be calculated per transport block basis (data from MAC per TTI, depends on the number of RBs and the MCS.), by evaluating the MI over the symbol and the subcarrier. This would be too complex. We consider a flat channel response withing the RB; therefore the MI of a TB is calculated avareging the MI evaluated per each RB used in a TB.The MI is evaluated for each RB. SINR per each RB is inputted in the algorithm. Then equivalent Mi is evaluated per TB basis by avaraging the MI values.. A final step has to be done since the link level simulator (Vienna simulator) returns the performance of the link in terms of BLER in AWgN, where the blocks are the code blocks (CB) independently encoded / decoded by the turbocoder. To estimate the size of the CB, we consider the 3GPP segmentation approach. The scheme divides the TB in different blocks of different size. Based on this we compute the TB Bler, as a function of the CBLER of block i. To convert the MI into CBLER, we use a numerical approximation, which is represented in lookup tables to reduce the computational complexity. Considering that in general the performance of the turbocoder is not highly affected by the CB size, we consider only a reduced relevant number of CB size, with the purpose of reducing complexity.



BLER Curves
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There is one set of curves for each MCS. For each MCS we have different curves for different TB size.Whwnever a TB is transmitted, we approximate the TB size in the curve, so there is some approximation.



• Error model only for downlink, while uplink has an 
error-free channel

• Based on an evaluation study carried out in the 
RAN4 (R4-081920)

• Evaluated according to the equivalent SINR 
perceived in the whole bandwidth of 
PCFICH+PDCCH with MIESM model

• In case of error correspondent DCIs are 
discarded and data will not be decoded

PHY DL Control error model
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Notas de la presentación
Error model for DL control, but not for UL control.To decode the DCI, both PCFICH and PDCCH have to be received correctly. The PCFICH tells the UE how many symbols are used by the PDCCH.We use the same model as for data MIESM, since the control is spread over the whole bandwidth.PDCCH is similar for data. PCFICH is a dedicated model based on reference from literature



• Ns3 provides only SISO propagation model
• MIMO has been modeled as SINR gain over SISO according to

– S. Catreux, L.J. Greenstein, V. Erceg, “Some results and insights on the performance gains of MIMO 
systems,” Selected Areas in Communications, IEEE Journal on , vol.21, no.5, pp. 839- 847, June 2003 

• Catreux et al. present the statistical gain of several MIMO solutions wrt the SISO one 
(in case of no correlation between the antennas as CDF)

• The SINR distribution can be approximated with a log-normal one with different mean 
and variance as a function of the scheme considered (i.e., SISO, MIMO-Alamouti, 
MIMO-MMSE, MIMO-OSIC-MMSE and MIMO-ZF)

• Variances are not so different and they are approximatively equal to the one of the 
SISO mode already included in the shadowing component of the 
BuildingsPropagationLossModel

• MIMO can be modeled as different gains for different TX modes respect to the SISO

MIMO
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Notas de la presentación
The model discussed up to here is siso. We do not model at propagation level the multiple antennas.We cannot affor the complex computation of actual MIMO propagation.MIMO is modeled as a scalar gainTransmit diversity (1x2) – the signal is modeled as having gain in SINRSpatial multiplexing: scheduler transmits 2 RB, there is a penalty in SINR (2x2 models in the figure), but speed is doubled.



• UE has to report a set of measurements of the eNBs to the eNB, and together with  
the associated physical cell identity (PCI) 

– reference signal received power (RSRP) ~ “average” power across the RBs
– reference signal received quality (RSRQ) ~ “average”  ratio between the 

power of the cell and the total power received across all the RBs
• Measurements are performed during the reception of the RS
• PCI is received with the Primary Synchronization Signal (PSS)
• RSRP is reported by PHY layer in dBm while RSRQ in dB through the C-PHY SAP 

every 200 ms.
• Layer 1 filtering is performed by averaging all the measurements collected during the 

last window slot.

UE Measurements

34

Moderador
Notas de la presentación
RSRP is the signal received, while RSRQ includes also indication of interference.PSS is an instance of SF 0 and 5.PCI in reality are 504. Here we assume there is not collision or any issue in the assignment. We allow up to 65536 PCI.200 ms is defined in TS36331The RSRP is averaged over the avilable RBs and in each RB we assume that the 12 RE have the same power.Computations are based on the PSD of the RB, calculated in LteInterferencePowerChunkProcessorFunctionality for a lot of purposes, one of the purposes is cell selection. UE reports the power to eNB, also of neighbouring cells to decide whether HO or not. There is some filtering, and they are reported every 200 ms



• Model implemented is soft combining 
hybrid IR Full incremental redundancy
(also called IR Type II)

• Asynchronous model for DL
– Dedicated feedback (ideal)

• Synchronous model for UL
– After 7 ms of the original transmission

• Retransmissions managed by 
Scheduler

– Retransmissions are mixed with new one 
(retx has higher priority)

– Up to 4 redundancy version (RV) per each 
HARQ block

• Integrated with error model 
– New rates due to the “soft combination” of 

the codeblocks
– Extend the original ones with the ones of 

RVs with  lower Reff of each modulation 
order

HARQ model

X no. of info bits
Ci no. of coded bits
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Notas de la presentación
Incremental redundancy model with multiple stop and wait processes (8) to allow contnuous data flow.The resource allocation is handled in the scheduler. The decodification is handled in LteSpectrumPhy (interacts with the LteMiErrorModel for evaluating the correctness of the blocks) and LteHarqPhy (this maintain the information on the 8 active processes).UL is synchronous so the retransmission is allocated 7 ms after the original transmission. DL is asyncronous and so it is more flexible and it rather depends on the scheduler, when retransmission are scheduled. Anyway, not before 7 ms.In the scheduler there is a HARQ entity in charge of controlling the 8 HARQ processes.The scheduler collects HARQ feedbacks from eNB and Ues (respectively for UL and DL connection), by means of FFAPI primitives SchedUl/DlTriggerreq.Based on HARQ feedback and RLC buffer status, the scheduler generates DCIs including both retransmisssions and new transmissions. In retransmissions, modulation order should be maintained wrt original transmission.The PHY error model has been extended to include IR HARQ . In order to consider the effects of retx, new curves are integrated wrt standard MCS curves.Error model was referring to a single transmission attempt. HARQ accounts for multiple transmissions. Retx are managed by the schedulerAll this is integrated in the error model. When we have multiple transmissions for the same data, we are kind of summing up multiple MI, and MI increases. This is very simplified, but is a bit the phylosophy of the simulator. Documentation explains so.



• Resource allocation model: 
– allocation type 0
– RBs grouped into RBGs, of different size depending on the badwidth
– localized mapping approach (2 slots of the RBG to the same UE)

• Transport Block model 
– Mimics 3GPP structure 

• mux RLC PDU onto MAC PDU
– Virtual MAC Headers and CEs (no real bits)

• MAC overhead not modeled
• Consistent with requirements (scheduler neglects MAC OH)

MAC & Scheduler model
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Assumptions: there are many kinds of allocation tpe. We support only 0, so the RB are organized onto RBG as a whole. The transport block itself has a data structure, which mimics the actual structure in 3GPP. However LTE MAC headers are not supported. The reason was to focus on allocations the scheduler neglects the MAC OH, so we do it as well.The scheduler generates Dcis, transmitted by the PHY of the eNB to the connected Ues. They inform on the resource allocation on a per subframe basis. Some mandatory fields are included in the DCI: MCS, MAC TB size, and the allocation bitmap, which informs on which RBs will contain data.For mapping resources to physical RB we adopt localized mapping, so in 1 SF 1 RB is always allocated to the same UE in the two slots. We consider allocation type 0 (TS36213), RB are grouped onto RBG of different size depending on the badnwidth.Transport block model: we do not model details of MAC PDU, e.g. MAC headers, we mimic the 3GPP structure and to multiplex in the same TB multiple logic channels to and from MAC, we use dedicated packet tags (LteRadioBearertag), which performs a function similar to MAC header. We do not model the MAC overhead generated by the headers. The MAC headers require rate matching at lower layers and we do not support it, this is why we have neglected them.



• Two algorithms working on reported CQI feedback
– Piro model: based on analytical BER (very conservative)

– Vienna model: aim at max 10% BLER as defined in TS 36.213 
based on error model curves

• The scheme adapts the MCS to the actual PHY performance, 
based on CQI report.

• It selects the highest MCS that has a BLER below 10%.

• Dynamic TX mode selection supported
• Interface present in the scheduler interface
• but no adaptive algorithm currently implemented

Adaptive Modulation and Coding (AMC)

γi SINR of UE i
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In principle every scheduler can do it arbitrarily. First approach is based on analytical BER, is not very accurate, very conservative. Even if BER is tunable.Second one is consistent with the standards, it relies on PHY error model of the simulator. The scheme adapts the MCS to the actual PHY layer performance, according to CQI report. It selects the highest MCS that has a BLER below 10%.Dynamic TX is supported, you can change from tx diversity to spatial mux, the scheduler issues a command to switch the mode, and the simulator will react accordingly, but we miss an algorithm that dynamically adapt it.



• Round Robin (RR) 
• Proportional Fair (PF) 
• Maximum Throughput (MT) 
• Throughput to Average (TTA)
• Blind Average Throughput (BET)
• Token Bank Fair Queue (TBFQ)
• Priority Set Scheduler (PSS)
• Channel and QoS Aware Scheduler (CQA)

• B. Bojovic, N. Baldo, A new Channel and QoS Aware Scheduler to enhance the capacity of 
Voice over LTE systems , In Proceedings of 11th SSD, Feb 2014, Castelldefels (Spain)

• All implementations based on the FemtoForum API
• The above algorithms are for downlink only
• For uplink, all current implementations use the same Round Robin 

algorithm
• Assumption: HARQ has always higher priority wrt new data

MAC Scheduler implementations

LENA project

GSoC 2012
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Even if these algorithms are very simple, and would be written in few lines of code, there are actually thousands of lines, because on top we support FFAPI.In addition there are management issues, like handling retx of harq, or random access proceduresIn UL RB have to be contiguous. Only RR



• Divide the available resources among the active UEs (i.e., 
the ones with at least one LC with buffer !=0)

• If no. of UEs > no. RBs
– Circular buffer allocation

• The MCS for each user 
depends on the wideband
CQI

Round Robin
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RR implements non adaptive version for HARQ. So when HARQ retx have to be scheduled for a UE, no new data is scheduled and the retx maintains the MCS and RBGs of the original blocks.



• Schedule a user when its instantaneous channel quality is 
high relative to its own average channel condition over time

• Defines per each UE i the achievable rate as

• At RBG k pick the user that maximizes

Proportional Fair

Mi,k(t) MCS usable by user on resource block 
τ TTI duration

Tj(t) past throughput  perceived by the user j

achievable rate ratio

achievable throughput ratio

42

Moderador
Notas de la presentación
HARQ works as for RRPoportionality is wrt channel quality



• Maximum Throughput (MT) 

• Throughput to Average (TTA)

• Blind Average Throughput (BET)

• Token Bank Fair Queue (TBFQ)
• leaky-bucket mechanism

• Priority Set Scheduler (PSS)
• controls the fairness among UEs by a specified Target Bit Rate (TBR) 

defined with QCI bearer primitive 

GSoC 2012 Schedulers

Mi,k(t) MCS usable by user on resource block 
τ TTI duration

It aims at same throughput per all UEs
Tj(t) past throughput  perceived by the user j

Calculated by subband CQI

It relates achievable throughput calculated 
per subband CQI vs wideband CQI 
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BET you give equal resources to everyoneTBFQ, PSS have QoS support. They attempt to meet a target bit rate requirement.All these schedulers are for DL. UL is ther eis also RR. 



• Supported modes: 
– RLC TM, UM, AM as per 3GPP specs
– RLC SM: simplified full-buffer model

• Features
– PDUs and headers with real bits (following 3GPP specs)
– Segmentation
– Fragmentation
– Reassembly
– SDU discard
– Status PDU (AM only)
– PDU retx (AM only)

• Unsupported features
– Fragmentation of ReTx PDUs (resegmentation)

RLC Model
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RLC-SM: saturation mode it is a highly simplified model, with traffic generator embedded in the RLC. So it simplifies the set upRLC TS36322. there are MAC service interfaces to PDCP and MAC.RLC-AM: 3 buffers. Transmission buffer is the RLC SDU buffer of SDUs received from PDCP. Buffer has no limit. Transmitted, is the buffer of the RLC PDUs for which the ACK/NACK has still not been received. Retransmission: are PDUs which have been Nacked.In DL:PDCP calls the TransmitPDCP_PDU_service saying that it wants to transmit a PDU. The RLC AM put the SDU in transmit buffer. Compute size of the buffers and sends to the eNB MAC a Buffer status report. eNB MAC updates status of buffers in scheduler. When the MAC wants to transmit, it sends a notifytxopportunity primitive and the RLC does: create a single PDU by segmenting/concatanating SDUs in transmission buffer. Move data PDU from transmission buffer to transmitted buffer. Call the transmit pDU primitive in order to send the data PDU to the MAC.When a STATUS PDU is received, if nacked, the PDU is moved to retx buffer.In UL it is all similar, but the BSR is sent from UE MAC to eNB MAC, over the air using a control channel.The transmission buffer contains SDUs. A RLC PDU is one or more SDU segments, plus and RLC header. the size of RLC header dependes on the number of SDU segments contained. In the BSR we only report data and not MAC and RLC header size.For 1 Txop we only send 1 PDU even if it does not fill the capacity of the txop.There is no concatanation for retx buffer, and no refragmentation, we wait for a long enough txop.RLC UM: It is similar to AM, but without status and retxRLC TM: it is the transparent mode. It does not add modifications, like segmentation, concatanation, RLC header. It only does buffering.These three modes still allow connection to EPC.RLC SM has traffic generation embedded in the RLC. It does not take SDUs from upper layers. It just responds to MAC txopp simulating saturation.



• Simplified model supporting the following:
– Headers with real bytes following 3GPP specs
– transfer of data (both user and control plane)
– maintenance of PDCP SNs (sequence numbers)
– transfer of SN status (for handover)

• Unsupported features
– header compression and decompression using ROHC
– in-sequence delivery of upper layer PDUs at re-establishment of lower layers
– duplicate elimination of lower layer SDUs at re-establishment of lower layers for 

radio bearers mapped on RLC AM
– ciphering and deciphering of user plane data and control plane data
– integrity protection and integrity verification of control plane data
– timer based discard

PDCP model
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Header compression would be interesting, but so far we did not implement it.TS 36323Since we are not interested in simulating security, we do not implement many features.



• Initial cell selection
– Cell search (based on RSRP of the received PSS)
– Broadcast of system information (MIB, SIB1, SIB2)
– Cell selection evaluation

• RRC Connection Establishment
• RRC Connection Reconfiguration, supporting:

– SRB1 and DRB setup
– SRS configuration index reconfiguration
– PHY TX mode (MIMO) reconfiguration
– Mobility Control Info (handover)

• UE Measurements
– Event-based triggering supported (events A1 to A5)
– Assumption: 1-to-1 PCI to EGCI mapping
– Only E-UTRA intra-frequency; no measurement gaps

RRC Model features
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0) CELL SEARCH: aims to detect surrounding cell and measure the strength of received signal from each of these cells. The measurements are based on RSRP of the received PSS, averaged by layer 1 filtering. PSS is transmitted by the eNB over the central 72 subcarriers of the DL channel, we model it using 6 RBs. By using RSRP, the PHY entity is able to generate a list of detected cells, each with the corresponding cellID and averaged RSRP. The RRC receives this report and chooses the cell with higher RSRP1) The evaluation is based on Rx criteria (a mínimum level of power has to be received), and based on CSG criteria If the cell passes the above criteria is deemed suitable.System in formation on Broadcast channelsMIB: contains parameters related to PHY, e.g. system bandwidth. Initially the system bandiwdth is 6 RBs, after receiveing the MIB it can be increased to the actual system bandwidth.SIB1: contains info regarding network Access. UE must first decode MIBSIB2: contains UL and PRACH related settings. It is scheduled to be transmitted by RRC 16 ms after cell configuration, and then repeats every 80 ms (configurable)Events:A1: serving cell becomes better than a thresholdA2 serving cell becomes worse than a thresholdA3: neighbour becomes offset dB better than servingA4: neighbour becomes better than thresholdA5: serving becomes worse than threshold 1 and neighbour becomes better than threshold 2



• LteUeRrc: UE RRC logic
• LteEnbRrc + UeManager: eNB RRC logic
• Two models for RRC messages

– Ideal RRC
• SRBs not used, no resources consumed, no errors

– Real RRC
• actual RRC PDUs transmitted over SRBs
• with ASN.1 encoding

RRC Model architecture
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The RRC entitites implementing the RRC state machines are LteUeRrc and LteEnbRrcThe RRC SAPs allow RRC entities to send/receive RRC messagesRRC protocol classes can be ideal or real. From an implementation point of view, the ideal RRC models achieved by passing the RRC data structure directly between UE and eNB RRC, without involving the lower layers.The real implementation is achieved by sending real encoded RRC PDUs. The encoded RRC PDUs are sent on BSR and are subject to the same transmission modeling used for data comms.Signaling radio bearersSRB0 (sent over CCCH): RrcConnectionRequest is a RLC TM SDU sent over resources specified in the UL grant in the RAR. RrcConnectionSetup, is a RLC TM SDU sent over resources indicated by regular UL DCISRB1 (sent over DCCH) (RrcConnectionCompleted) are RLC AM SDU resources allocated through BSRSRB2(sent over DCCH) it is for security purposes, not modelled.There are then other SAPs to communicate with the rest of protocol stack.



• Random Access preamble transmission
– Ideal model: no propagation / error model
– Collisions modeled  with protocol interference model
– No capture effect ⇒ contention resolution not modeled

• Random Access Response (RAR) 
– ideal message, no error model
– In real system is a special PDU sent on DL-SCH
– resource consumption can be modeled by enhanced 

scheduler
• Message3 – RRC connection request

– UL grant allocated by Scheduler 
– RLC TM PDU with actual bytes, subject to error model

• Contention resolution is not modeled
• Supported modes:

– Contention based (for connection establishment)
– Non-contention based (for handover)

Random Access model
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RA is used when you first connect. It uses the RACH.When UE switches on for the first time, it will start searching for the network. It first needs to synchronize to each frequency and check whether this is from the right operator. This is done through synchronization process. Once synchronized UE reads the system information. the next step is the random access procedure. At this stage UE does not have any resource or channel to inform the network it is about to connect, so it sends a request in a shared medium.MSG1: The RACH preamble is the first message that is sent, UE can pick among 64 and if the same number is sent at the same time by another Ue as well, in the same cell, there is a collision. There is no capture effect and the collisions is logical, not due to interference. We model only collision, through protocol interferenceRACH preambles are sent in the PRACH (Physical Random Access Channel) slot which could overlap with PUSCH. Preambles can be sent on any frame number and subframe number. The message is ideal, does not consume resources. The collision is modeled with protocol interference: if 2 Ues send the same premble at the sam time, this is not received. Other than that, no error model is associated.MSG2: RAR Response from eNB to UE is sent on the DL-SCH it carries: temporary RNTI, time advance, UL grant resource on UL- SCH which is a shared channel. In real systems this is a MAC PDU, we model it as an ideal message, without error model., does not consume resources. An enhanced scheduler could model the resource consumption.MSG3: Using UL SCH to send RRC connection request message. This is a RLC TM PDU with actual bytes.MSG 4: contention resolution is not modeled, it would be a message from eNB to UE.Contention based: used for connection establishment, the UE randomly pick a RA preambleNon contention based: for HO, the network informs the UE about the preamble to select



RRC UE 
state 

machine
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Most of the states are transient. When UE goes into a CONNECTED state, it never gets back to IDLE state because: 1) simulator emphasis is on connected state, and 2) RLF is not implemented, so a UE experimenting a RLF it does not get back to IDLE mode, stays in connected mode without service. RRC connection release is currently never triggered. You cannot drop0) CELL SEARCH: aims to detect surrounding cell and measure the strength of received signal from each of these cells. The measurements are based on RSRP of the received PSS, averaged by layer 1 filtering. PSS is transmitted by the eNB over the central 72 subcarriers of the DL channel, we model it using 6 RBs. By using RSRP, the PHY entity is able to generate a list of detected cells, each with the corresponding cellID and averaged RSRP. The RRC receives this report and chooses the cell with higher RSRP1) After 200 ms, it filters average RSRP measurements, synchronize to the strongest cell and it is in state IDLE_WAIT_MIS_SIB12) After 200 ms, receives MIB from the cell, DL bandwidth is configured based on MIB, and it switches to state IDLE_WAIT_SIB1. The MIB makes that the system bandwidth passes from 6 RB to the actual system bandwidth.3) After 205 ms approx, it receives SIB1 from cell A, evaluate cell selection and camps on cell a, IDLE CAMPED NORMALLY. The evaluation is based on Rx criteria (a mínimum level of power has to be received), and based on CSG criteria If the cell passes the above criteria is deemed suitable.4) After 256 ms approx, it receives SIB2 from cell A and starts random Access procedure IDLE RANDOM ACCESS5) After 260 ms, random Access procedure is completed, and starts RRC_connection_request6) 276 ms CONNECTED NORMALLY2) INITIAL CELL SELECTION: is an IDLE mode procedure, performed by the UE when it has not yet camped on or attached to any cell. The objective of the procedure is to find a suitable cell and to attach to it.It is typically done at the beginning of the simulation. The idle mode is simplified, and so this procedure so 1) multiple carrier freq is not supported, 2) multiple PLMN identities are not supported, 3) RSRQ measurements are not used. 3) ANY CELL SELECTION IS NOT SUPPORTED



RRC eNB 
State Machine
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It maintains the state for each UE attached to the cell. The state of each UE is contained  in an instance of the Uemanager class. 1 state machine per UE. At the beginning there is no context, and then it evolves through states till context is destroyed, which happens basically when UE HO to a new cell.Initial cell selection: is an IDLE mode procedure, performed by the UE when it has not yet camped on or attached to any cell. The objective of the procedure is to find a suitable cell and to attach to it.It is typically done at the beginning of the simulation. The idle mode is simplified, and so this procedure so 1) multiple carrier freq is not supported, 2) multiple PLMN identities are not supported, 3) RSRQ measurements are not used. 3) ANY CELL SELECTION IS NOT SUPPORTEDCELL SEARCH: aims to detect surrounding cell and measure the strength of received signal from each of these cells. The measurements are based on RSRP of the received PSS, averaged by layer 1 filtering. PSS is transmitted by the eNB over the central 72 subcarriers of the DL channel, we model it using 6 RBs. By using RSRP, the PHY entity is able to generate a list of detected cells, each with the corresponding cellID and averaged RSRP. The RRC receives this report and chooses the cell with higher RSRPMIB: contains parameters related to PHYSIB1: contains info regarding network Access. UE must first decode MIBSIB2: contains UL and PRACH related settings. It is scheduled to be transmitted by RRC 16 ms after cell configuration, and then repeats every 80 ms (configurable)RADIO ADMISSION CONTROLNo algorithm in place now, but there is support by RRC CONNECTION SETUP (OK) AND RRC CONNECTION REJECT (KO)RADIO BEARER CONFIGFor BSR urposes, there are 3 kinds of radio bearers: signalling (LCG 0), GBR (LCG 1) and NGBR (LCG 2).



• API for Handover Algorithms (GSoC 2013)
– Measurement configuration
– Measurement report handling
– Handover triggering

• Available handover algorithms:
– No-op
– A2-A4-RSRQ
– Strongest cell handover (A3-based)
– <your algorithm here>

Handover Support
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Improved after GSoC 2013, when an Api has been included to change HO algorithmMeasurement config: eNB RRC entity configures UE measurements by sending configuration parameters to the UE RRC entity. Configuration can only be done before simulation begins. All Ues attached to eNB are configured in the same way. There is a layer 3 filteringMeasurment report triggering: periodical or event based. For now only event based is supported. The periodic one is not supported but can be easily obtained by configuring threshold in event based such that they are always fulfiled.RRC supports HO in CONNECTED mode, by invoking the X2-based HO procedure. The model is intra EUTRA and intra-freq. There are two ways of triggering an HO: explicitely by scheduling an execution of the method, or automatically: triggered by eNB RRC based on UE measurements and according to selected HO algorithm.The HO in LTE is UE assisted (the UE provides periodic measurements) and network controlled (the network decides when to trigger the HO and oversees the execution). The HO algorithm interacts with eNB RRC via the HO Management SAP.Event A2: serving’s cell RSRQ becomes worse than thresholdEvent A4: neighbour cell’s RSRQ becomes better than threshold.Event A3: neighbour’s cell RSRP becomes better than serving cell’s RSRP. HO is triggered to the best cell in the measurement report. This kind of approach is sensible to ping pong, especially when fading is included. The algorithm supports hysteresys and time to trigger parameter to work out the mobility robusteness optimization. Hysteresys delayes the HO in dBs the value is expressed in dBs, ranges between 0 and 15 db, and has 0.5 dB accuracy. TTT delays the HO in time. 3GPP defines 16 values in ms from 0 to 5120 ms. The values defaults to 3dB and 256 ms.



Handover example scenario
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UE moving in a topology with 4 eNB is a line.



Handover behavior
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As a function of time the UE moves through the x axis.



• GSoC 2014
• FFR algorithms fit in Self Organized Network algorithms
• The LTE standard does not provide the design of FFR 

algorithms (left to vendor)
• Usually eNB uses same carrier frequency and system 

bandwidth to serve all of its users: FFR= 1
• FFR divides available bandwidth into sub-bands with 

different FFR and different TX power setting
– Combination of scheduling and power control functionalities

• Currently 7 FFR algorithms are implemented

FFR Algorithms
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FFR – Control Plane
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FFR – Data Plane
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FFR API (1)
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• NOTE: only PF, PSS, CQA, TD-TBFQ and FD-TBFQ schedulers supports FFR

FFR API (2) 
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• Full Frequency Reuse (no-op)
• Hard Frequency Reuse
• Strict Frequency Reuse
• Soft Frequency Reuse (two versions)
• Soft Fractional Frequency Reuse
• Enhanced Fractional Frequency Reuse
• Distributed Frequency Reuse Scheme

• More info:
– P. Gawłowicz, N. Baldo, M. Miozzo, “An Extension of the ns-3 LTE Module to 

Simulate Fractional Frequency Reuse Algorithms” , in Proceedings of Workshop 
on ns-3 (WNS3 2015), 13 May 2015, Barcelona (Spain).

FFR Algorithms

59

Moderador
Notas de la presentación
Noop: FFR=1Hard FR: the whole frequency bandwidth is divided into few (3,4 or 7) disjoint bands. Adjacent eNBs are allocated with different subband. FR factor equals the number of subbandsStrict FR: the system bandwidth is divided into 2 parts. One common subband of the system is used in the interior, while the other part is divided. It requires N+1 bandwidthsSoft 1: the subband dedicated for the edge users may also be used by the cell center Ues, but with reduced power levelSoft 2: cell center Ues don not have Access to cell edge subband



• FFR algorithm type specified by LteHelper 
– Default algorithm: no-op

• Each algorithm provides different set of attributes
– Default configuration is provided (the same for each 

cell)
• Manual configuration is quite complex
• Automatic solution is recommended

– avoid problems with sub-bands configuration
– only specify FrCellTypeId in [1,2,3]
– only sub-bands will be configured:

• No threshold and power levels
• In most cases enough to perform a meaningful simulation

FFR Usage
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Carrier Aggregation

• Funded and initiated through GSoC2015
• Component Carriers are divided in:

– 1 Primary Component Carrier (PCC)
– Several Secondary Component Carriers (SCCs)

• The SCCs include the legacy LTE stack from MAC to 
PHY layer

• SCCs can be created only in LTE bands
• Schedulers works in a total autonomous fashion 

– Each CC has its own system information (e.g., DCIs, 
CQIs, etc.)

• LteEnbComponentCarrierManager is in charge of 
dispatching data among CCs:
– Only PCC is working in the current implementation
– Load balancing procedures among CCs can be 

implemented



Control Plane



Data Plane



Flow of information



LENA model overview
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We have focused in the red part



• It is a protocol which allows UE to talk to MME
• Focus on NAS Active state

– EMM (EPS Mobility management) Registered, ECM 
(EPS connection management) connected, RRC 
connected

• Logical interaction with MME
– NAS PDUs not implemented

• Functionality
– UE Attachment (transition to NAS Active state)
– EPS Bearer activation
– Multiplexing of data onto active EPS Bearers

• Based on Traffic Flow Templates
• Both UDP and TCP over IPv4 are supported

• Unsupported features
– PLMN and CSG selection
– Idle mode (tracking area update, paging…)

NAS model
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NAS is a protocol which allows UE to talk to MME. The model is somewhat simplified. We reduce to a set of states, focus on active state. It is based in direct protocol call, shortcuts-Is a protocol for message Exchange between UE and coreA UE can use network services from everywhere by exchanging NAS messages with MME (MM entity). Mobility and session Management of a UE are controlled by the NAS. The main functionalities are EPS Mobility Management (EMM) and EPS session Management. EMM and ECM are not explicitely modeled and the UE interacts directly with the MMEIdle mode no. 



• S1-U (user data plane)
– Realistic model including GTP-U implementation
– Data packets forwarded over GTP/UDP/IPv4
– Communication over ns3::PointToPoint links

• S1-C (control plane)
– abstract model, no PDUs exchanged
– Supported S1-AP primitives:

• INITIAL UE MESSAGE
• INITIAL CONTEXT SETUP REQUEST
• INITIAL CONTEXT SETUP RESPONSE
• PATH SWITCH REQUEST
• PATH SWITCH REQUEST ACKNOWLEDGE

S1 interface model
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S1-U is model realistically, with all protocol stack, GTP, tunneled over UDP and IP. It is P2P links between eNB ans SGW. We can connect arbS1-C (S1-AP for app protocol) here the model is abstract, but in a EU Project we are implementing the real PDUsThere are two different layers of IP networking: the first one involves the Ues, the PGW and the remote host, but it does not involve the eNB. The Ues are assigned the public IPv4 address in the 7.0.0.0/8 network, and the PGW gets the address 7.0.0.1, which is used by all Ues as the Gateway to reach the Internet.The second layer is the EPC local area network. This involves all eNB nodes and the PGW/SGW node. This network is implemented as a set of P2P links which connect each eNB with the PGW                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     



• X2-U (data plane) 
– GTP/UDP/IPv4 over ns3::PointToPoint (similar to S1-U)

• X2-C (control plane)
– Hybrid model
– Messages as PDUs over ns3::PointToPoint  links
– Enconded with no standard formats
– Handover primitives:

• HANDOVER REQUEST
• HANDOVER REQUEST ACK
• HANDOVER PREPARATION FAILURE
• SN STATUS STRANSFER
• UE CONTEXT RELEASE

– SON primitives:
• LOAD INFORMATION
• RESOURCE STATUS UPDATE

X2 interface model
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It interconnects 2 eNBs, it is a P2P link between 2 eNBs. It provides support for MMX2 receives services from s1 and provides services to RRC entity (X2 SAP)The x2 model contsains two interfaces, X2-C between eNBs and X2-U between eNBs. X2-C is the control part of X2, SCTP is used as transport protocol, but we model it with UDP. X2-U is used to send bearer data when there is DL forwarding during the execution of X2 based HO. Data packets are encapsulated over GTP/UDP7IP when sent over this interface, so similarly to S1-U it is a realistic model. The model is hybrid, there are actual PDU with GTP tunneled over UDP and IP, as in real networks, but the encoded format is not standard. This should be changed to work in emulation mode. 



• abstract model
– no GTP-C PDUs exchanged between MME and SGW

• Supported primitives:
– CREATE SESSION REQUEST
– CREATE SESSION RESPONSE
– MODIFY BEARER REQUEST
– MODIFY BEARER RESPONSE

S11 interface model
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• Done via ns-3 attribute system
• Several configurable attributes per LTE object
• Default attribute values can be configured:

– Via input config file
– Via command line
– within simulation program

• Per-instance attribute values can be configured:
– Within simulation program
– Using GtkConfigStore

Simulation Configuration
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How to use that?It is not significanlty different than running any other ns-3 model.Inputs



• Lots of KPIs available at different levels:
– Channel

• SINR maps
• pathloss matrices

– PHY
• TB tx / rx traces
• RSRP/RSRQ traces

– MAC
• UL/DL scheduling traces

– RLC and PDCP
• Time-averaged PDU tx / rx stats 
• RLC considers only MAC delay, PDCP also RLC queues one

– IP and application stats
• Can be obtained with usual ns-3 means
• FlowMonitor, PCAP traces, get stats directly from app, etc.

Simulation Ouput
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Traces of pathlosses between different eNBs.RLC/PDCP aggregated every fraction of a second



Example: 3GPP dual stripe scenario
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Example: 3GPP dual stripe scenario

NOTES: 
• points are modelled as nodes
• SINR is evaluated considering the strongest signal as the one of the

serving eNB
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Execution time performance 
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Moderador
Notas de la presentación
LTE is lower than other modules, higher complexity



Memory consumption
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• Huge effort in testing:
– Unit tests

• Checking that a specific module works properly
– System test

• Checking that the whole LTE model works properly
– Validation tests

• Validating simulation output against theoretical 
performance in a set of known cases

– Valgrind test coverage
• Systematically check for memory errors 

– memory corruption, leaks, etc. due to programming errors
– Build tests 

• Provided by ns-3 project for stable LENA code
• Verify correct build on all supported plaftorms
• LENA dev code tested daily on ubuntu

Testing
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LTE module documentation
• Part of the ns-3 models library docs
• https://www.nsnam.org/docs/models/html/lte.html

Documentation
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• Licensed Assisted Access (LAA)
– Includes Rel.13 features
– Support for Supplemental Downlink in unlicensed spectrum
– Does not support partial subframe
– Developed in collaboration with WFA and University of Washington
– https://www.nsnam.org/wiki/LAA-WiFi-Coexistence

• LTE-U
– Includes LTE-U Forum specs
– Support for Supplemental Downlink in unlicensed spectrum
– Developed in collaboration with Spidercloud Wireless
– https://bitbucket.org/cttc-lena/ns-3-lena-dev-lte-u

• D2D
– In-coverage and out-of-coverage scenarios supported
– Support for direct communication, synchornization and neighbour Discovery 

features
– Developed by NIST
– New repo to be disclosed soon by NIST/CTTC/Uni Washington

• NR 
– Developed with Interdigital
– Some features to be discussed during the WS

Further branches
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https://bitbucket.org/cttc-lena/ns-3-lena-dev-lte-u


LAA Functional block diagram

LAA Co-existence 
Manager

PHY

L2

L3/RRM

LTE Device

PHY

MAC

Wi-Fi 
DeviceLAA 

Device

Unlicensed Channel

Wi-Fi Measurements
ED

CCA Start

Buffer Status

Wi-Fi Measurement Configuration

CCA Success
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LAA model
• LAA uses an exponential backoff according to the Category 

4 design
• The update of the contention window is implemented 

following a HARQ feedback based approach, as suggested 
in [R1-156332].

• LAA Energy Detection threshold (ED) is separately tunable 
(-72 dBm default, based on latest agreements).

• LAA model defaults to a fixed defer time of 43 us.
• LAA CCA slot time 9 us.
• CWmin=15, CWmax=63 (based on latest agreements, 

configurable upward to 1023).
• LAA model defaults to 8 ms TXOP, based on latest 

agreements. It is configurable upward to 20 ms.
• Data transfer starts at subframe boundary. We implement 

reservation signals to occupy the channel and force other 
nodes to defer, while we are not occupying the channel with 
data. 80



LTE-U

LTE-U Co-existence 
Manager

Channel Selection & 
CSAT Duty Cycle Adaptation

PHY

L2

L3/RRM

LTE Device

PHY

MAC

Wi-Fi Device
LTE-U Device

Unlicensed Channel &
CSAT Parameters

Wi-Fi Measurements
ED/PD/BD

Optionally, CTS2Self

Buffer Status

Wi-Fi Measurement Configuration
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CSAT (Carrier Sense Adaptive 
Transmission)

TON TONTOFF

TCSAT

• TON/TOFF  is adaptive based on the Wi-Fi measured medium
• The medium utilization is measured during TOFF

• There is a maximum number of consecutive subframes for
transmission of LTE-U, then LTE-U has to switch OFF during
a punctuing period of  1 or 2 ms, to allow for low latency Wi-Fi 
traffic to go through.

• LTE-U nodes need beacon detection and preamble detection
capabilities
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D2D architecture
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Moderador
Notas de la presentación
At the time of writing this documentation only the new radio interface, i.e., PC5 is implemented. This interface is also known as Sidelink at physical layer. The model supports all the three following LTE D2D functionalities defined under ProSe services:Direct communicationDirect discoverySynchronizationThese LTE D2D functionalities can operate regardless of the network status of the UEs. Thus, three scenarios were identified by 3GPP [TR36843]:In-CoveragePartial-CoverageOut-of-CoverageAt this stage, the model has been tested for scenario 1 and 3.



• CTTC working in tight integration with the ns-3 community
• The LENA code is periodically merged with the official ns-3

– All the features described will be included in ns-3.19
• CTTC is the current maintainer of the LTE code 

in the official ns-3
• CTTC LENA team still working on new features

– Normally, code is published and included 
in future official ns-3 releases

• CTTC is Executive Member of ns-3 consortium
• CTTC is usual to participate to GSoC calls for ns3 projects

– Check ns3 mailing list next spring!

LENA and the ns-3 community
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