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Agenda

1. O-RAN – a primer

2. RIC Setup

3. ns-O-RAN setup

4. KPI monitor Setup

5. RC Control xApp

6. Scenario Zero



Open RAN
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- a reference architecture for programmable NextG
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Intelligent Control Loops
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Logical architecture overview
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O-RAN Virtualization

O-Cloud:

• Set of computing resources and virtualization infrastructure
• Pooled together in one or multiple physical datacenters 

• Virtualization paradigm for O-RAN 
• Decoupling between hardware and software components 

• Standardization of the hardware capabilities for the O-RAN infrastructure 

• Sharing of the hardware among different tenants 

• Automated deployment and instantiation of RAN functionalities 
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O-RAN Virtualization

Acceleration Abstraction Layers (AALs):

• APIs between dedicated hardware-based logical processors and the 
O-RAN softwarized infrastructure
• e.g., for channel coding/FEC

•Open new opportunities for compute in the RAN
• e.g., integrate open, programmable GPUs and FPGAs
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O-RAN deployment options
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Near-real-time RIC

• Standardized blocks and 
functionality

•Different implementations

Service Management and Orchestration Framework
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Non-real-time RIC and SMO
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Intelligent Use Cases
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Open Challenges toward Intelligent Open RAN

Datasets, platforms, development and testing

AI/ML that generalizes to different deployments and scenarios

Agile spectrum, infrastructure, and AI management



• Integration of a real-world RIC with a simulated RAN in ns-3
• Enabling large scale simulations for O-RAN

• KPI and Control messages exchange supported

• Realistic dataset generation

• No infrastructure expenses
• Highly customizable

• Implement custom use cases

• O-RAN compliant
• Create the xApp on ns-3 and use it on a real RAN with no software changes
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ns-O-RAN: Simulating O-RAN 5G Systems in ns-3

More on the implementation and architecture in the paper!



• Playground for xApps
• Test your code in a safe environment

• Environment suitable for AI
• Define and apply the control

• Big Data collection framework
• Stand alone mode

• Extract context from simulated data and then 
adapt

• Usable with SEM

• More on Wednesday…
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Enablers thanks to ns-O-RAN
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ns-3 simulations with the OSC RIC – tutorial
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• Cluster of network functions at the RAN 
edge or in the cloud
• Open Specifications

• Different implementations available
• OSC - Kubernetes

• ColoRAN [1]

• FlexRIC

• Functionalities implemented as 
microservices (pods)

• Namespaces isolate services according to their role
• ricxapp: xApps

• ricinfra: functional pods for Kubernetes and the RIC

• ricplt: RIC components connecting to the RAN
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RAN Intelligent Controller (RIC) – OSC Implementation

[1] M. Polese, L. Bonati, S. D’Oro, S. Basagni, and T. Melodia,“ColO-RAN: Developing Machine Learning-based xApps for Open RAN 
Closed-loop Control on Programmable Experimental Platforms,” IEEE Transactions on Mobile Computing, July 2022.



• E2 Termination
• Connection with the RAN 

• E2 Manager
• RAN Subscription Manager

• Routing Manager
• Intra xApps and RAN

• xApp Manager
• Handles the onboarding of the xApps

• xApps
• Network operator applications

• Custom control logic
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RIC Major Components



• We install the E - Release
• https://docs.o-ran-sc.org/projects/o-ran-sc-it-

dep/en/latest/installation-guides.html#ric-
platform

• Prerequisites:
• Kubernetes

• Docker
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RIC Setup

https://docs.o-ran-sc.org/projects/o-ran-sc-it-dep/en/latest/installation-guides.html
https://docs.o-ran-sc.org/projects/o-ran-sc-it-dep/en/latest/installation-guides.html
https://docs.o-ran-sc.org/projects/o-ran-sc-it-dep/en/latest/installation-guides.html


• ns-3 will run in a Docker pod in the Kubernetes cluster

• Installation toolchain
• https://openrangym.com/tutorials/ns-o-ran

• Dockerfile:
• https://github.com/wineslab/colosseum-near-rt-ric/blob/ns-o-

ran/Dockerfile  

• 3 main components will be installed
• E2sim software

• ns-O-RAN external module

• ns-3 MmWave module
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ns-O-RAN Setup

https://openrangym.com/tutorials/ns-o-ran
https://github.com/wineslab/colosseum-near-rt-ric/blob/ns-o-ran/Dockerfile
https://github.com/wineslab/colosseum-near-rt-ric/blob/ns-o-ran/Dockerfile


• 3 different repositories

ns-O-RAN Codebase structure
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ns3-mmWave ns-O-RAN e2sim

Fork of https://github.com/o-ran-sc/sim-e2-
interface in Dec. 2020 – commit  a8f2a

Uses e2sim as a library

RAN functional simulator, fork of 
https://github.com/nyuwireless-

unipd/ns3-mmwave
(aligned to latest updates)

Provides RAN simulation with E2AP
and E2SM APIs

Contributed to OSC (Oct 2022)
https://github.com/o-ran-sc/sim-

ns3-o-ran-e2 

https://github.com/o-ran-sc/sim-e2-interface
https://github.com/o-ran-sc/sim-e2-interface
https://github.com/nyuwireless-unipd/ns3-mmwave
https://github.com/nyuwireless-unipd/ns3-mmwave
https://github.com/o-ran-sc/sim-ns3-o-ran-e2
https://github.com/o-ran-sc/sim-ns3-o-ran-e2
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ns-O-RAN Dockerfile



• Add the Docker container in the RIC
• i.e., we create a new pod in the cluster

• We use a k8s file to ease the job
• Yaml format to dynamically create the pod
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ns-O-RAN onboarding
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Test ns-O-RAN in stand-alone mode

• ns-3 without RIC
• Save logs and RAN telemetry

• Scenario Zero
• 1 eNB, 4 gNB
• 12 UEs
• simTime: seconds of the simulation
• enableE2FileLogging: if true, ns-O-RAN is in stand alone mode
• e2TermIp: IP address of the RIC E2 Termination



• Working with xApps is hard:
• Compatibility among versions

• Handling of Subscription IDs

• Internal routing of the E2 Messages

• The flexibility of ns-O-RAN can 
help
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Connecting the xApps 



• xApps are designed to be plug and play

• Once you have configurations details 
they can be deployed with a zero-touch 
approach

• Two major files are needed to load the 
xApp in the RIC:
• config-file.json

• schema.json

• The result is the xApp live and a docker 
container
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Onboarding a complete xApp

Automation Reconfigurability

On-demand



• Changing the code requires recreating the 
container:
• Entrypoint 

• Source code

• After building the image,  it should be pushed to a 
registry because dms cli

• Modify then the config-file.json to point the 
correct registry and image

• To manually work in the container the Dockerfile 
shall have as ENTRYPOINT the command: 
[‘sleep’, ‘infinity’]
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Customizing the xApp



• Encoding technique used by cellular networks
• Hard to customize

• Follows standard definitions

• Very efficient

• Must be consistent

• For this tutorial we use:
• E2AP ASN from OSC G release

• Custom ns-O-RAN E2SM KPI

• E2SM RC from G release

• All of them can be found at:
• https://github.com/wineslab/libe2proto/tree/ns-o-ran
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Before moving on – ASN.1 Definitions

All the xApps are taken from the 
OSC repositories

https://github.com/wineslab/libe2proto/tree/ns-o-ran


• Monitoring xApp
• Send the E2 Subscription Request

• Receives the Indication Messages from the RAN

• Decode the parameters

• Store the values in the real time database (not in 
this demo)

• Available here:
• https://github.com/wineslab/ns-o-ran-scp-ric-app-

kpimon
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xApp KPI monitor

KPI Monitor

Subscription Request

Subscription Response

Indication MessageGenerate Report

ns-O-RAN

https://github.com/wineslab/ns-o-ran-scp-ric-app-kpimon
https://github.com/wineslab/ns-o-ran-scp-ric-app-kpimon


• Creates an env. variable to specify the k8s backend.

• Uninstall old versions

• Building the xApp from source

• Push the image to the registry

• Onboards the xApp, using the descriptor and validation 
schema. 

• Installing the xApp in the RIC 

• After 10s, the script returns the name of the pod in 
the ricxapp namespace and the command to shell inside 
it 
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xApp KPI monitor – launch script



• Implements the TS use case
• Send the E2 RC Control Action to the RAN

• For example, an handover command

• Can be used as a network function by other 
xApps

• Server GRPC that create the controls on 
demand

• Available here:
• https://github.com/wineslab/ns-o-ran-xapp-rc 
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RC Control xApp

RC Control

Control Request

Control ResponseImplement Action

ns-O-RAN

https://github.com/wineslab/ns-o-ran-xapp-rc


• GRPC commands can be executed:
• by xApps

• manually with grpcurl:
• https://github.com/fullstorydev/grpcurl 
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RC Control Command

https://github.com/fullstorydev/grpcurl


• We get the IP of the E2 termination

• We start the simulation

• Start and observe the monitoring of the kpimon

• Send control action to ns-O-RAN with GRPC
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Combining things together
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Useful commands for working in the RIC



• APP manager:
• View all the deployed xApps

• Manually remove an xApp

• Subscription Manager:
• View subscription IDs
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Useful commands when working with the RIC



• Routing Manager:
• View routes

• Manually add a route

• Manually delete a route
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Useful commands for working in the RIC



Thanks for the attention!
Questions?
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